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Meet tonight at 7
PM in the park for
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Making Strong Anonymity Scale?

AChallenge; tradeoff between scale and strength in
anonymity systems favoring scale

AGoals
A Strong anonymity (timing analysis resistant)
A Scalability (100s to 1,000s of active participants)
AChurn tolerant (unannounced member departures)
A Accountability
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Tor Z The Onlon ROUt Tor is scalable, supports

more than 400,000 clients
with 1,000 clients per serve

Meet tonight at7
~ PMin the park for
~ pizzaand beer!
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Tor zThe Onion Router

L H §’

-

time —>\

Not timing
anaIyS|s reS|stantI

Meet tonight at 7 |
~ PMin the park for
~ pizza and beer!

Aha! Got youI gt

Publlc '
“ﬂ:' Server

I

/

[ Staterun ISP]

)
N

Y/ il > 8 Y
\jﬂ ,\“;



Cleartext

message Traffic analysis resistant
since all member transmi
equal length messages

Bob

Carol
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Practical Considerations
——

Strong anonymity

Scalability K Kl

Churntolerant K K
Accountability

AMix-nets / Shuffles Chaum Neff, Wikstrom

AOnion Routing; Tor and 2P

ADGnetsc Herbivore andDissent v1

AHerbivore supported many concurrent users but
distributed amongst many parallel Enéts thus lacks
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Key Insight




] Use Dchet style
anonymity within the
Key I nSIQ ht Ser Mix-net topology to
| obtain scalability!
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Making Strong Anonymity Scale!

AChallenge; tradeoff between scale and strength in
anonymity systems favoring scale
ABA&aasSyuQa aztdziazy
Almproving Computation Efficiency
Almproving Communication Efficiency
AHandling Churn
Aldentifying Disruptions
AMaintaining Strong Anonymity
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Efficiency




Computational Overhead

Computation
overhead due to
O(N) secret share

Amy Carol




N = 100,

CO m p Utatl O n al Ove rh 4950 shared secrets,

9900 RNG operations

Computation 5.5ms/peer
overhead due to
O(N) secret share Crystal
Brett




Computational Improvem;_winm

Ser servers and N
Of ASy
O(M*N) shared Ser
secrets with M << N poe 7 Each server

has N secrets

Alice Carol Christine
Alex  Crystal Amy Brett BOob

N =100 and M =5, _
500 shared secrets, Each client
1000 RNG operations has M secrets
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Computation DCnets: 9900

overhead due to
O(N) secret shares

Bandwidth overhead

due to O(N)
communication @
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Earlier D@ets had O(R)
: communication cost

We can construc
a DCGnet aware
multicast tree!
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N=100and M =5

Ciphertexts exchanged in

DCnets: 9900, Dissent: 205
Barr \ ANn
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Crystal
Clients submit their y Amy  Brett
ciphertext upstream to Servers XOR these Servers XOR these

one server messages together and, messages to (_:on_wpute .the
share with each other cleartext and distribute it to

their downstream clients
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Creating Churn
Tolerance




The resulting clearte

Churn Intolerance R e e

[ Computation

secret shares
overhead due to
O(N) secret share Crystal
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The protocol continues
uninterrupted, since the
servers have yet to compute
their ciphertext

Servegwill

TOIeratln M timeout on Alex
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Handling Disruptions
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DCGnet z Disruptions

__‘_\::\\X [ Easily disrupte% /,_.
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How can we prove Bo
transmitted the wrong
ciphertext without
losing anonymity?
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How do many members

SChed U | | ng share the D@et without

disrupting each other?

Create a
transmission
schedule!

Alice

Anonymizingshuffle
produces random
permutation and

hence the schedul




DG n et [ Integrity check (parity bitﬂ

Bob

[ Integrity check failedq
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/" To determine the
disruptor Alice needs t
anonymously specify

bit that the disruptor
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SafelyDeanonymizea Bit
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complicated though the

In practice, this is a bit more
details are in the paper.
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1 with Bob
1 with Carol

In practice, this is a bit mo
complicated though the
details are in the paper.

1 with Alice
0 with Carol
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Progress!

AWe have gained
Almprovements in computation and communication
A Ability to tolerate churn
Aldentify disruptors

AHow does this impact strong anonymity?
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Dissent retains this
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Bar

Alice Carol

Secret sharing graph
prevents the clients
upstream server from

deanonymizingt

Alex

Crystal Brett

SE (Honest participants)

Anonymity set size: 71
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Anonymity set remains
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Dissentz Prototype

AWritten in C++

AQtfrom networking, serialization, and events
processing

ACrypto++ as the crypto library
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Scaling to Thousands of Clients

Time per round in seconds

I CPU Overhead

Bandwidth limitations

1005 T 1 T T T3
; —+— 1% submit - Server processing (DeterLab)
L--x--4 1% submit - Client submission (DeterLab)
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> 5,000 concurrent
clients!!
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Comparison to Shuffles
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Churn Resilience
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Protocol Breakdown
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Key TakeAways

We can construct strongnd scalable anonymous
communication systems

AO(N) communication cost to O(N)
AChurn tolerance
AProvides an effective means to identdisruptors

Two orders of magnitude larger anonymity sets than
previous D&het approaches

Maintains strong anonymity properties from IEts




Future Work

Further bandwidth and computation optimizations
Slot length scheduling policies

Better ways to anonymously distribute blame
Handling long term intersection attacks

Formal security analysis

Making available for real applications and real users




Finished!
Thanks, guestions

Dissentc Strong, scalable accountable anonymity

~Ind out more at
nttp://dedis.cs.yale.edu/2010/anoh
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http://dedis.cs.yale.edu/2010/anon/
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Eval uati 100 Mbit/sec LAN )

with 10 msecdelay

A NN R o

: .~ ~ec shared
Servers might be run within A0 link

single cloud but owned by secdela
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Scaling to Thousands of Clients




